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• SC19 Reproducibility Chair; JupyterCon 2020 General Chair 

• NASEM committee “Reproducibility and Replicability in Science” and 
NASEM committee “Open Source Software Policy Options for NASA”  

• NumFOCUS Board of Directors, 2014–2021 

• Founding editor and past AEiC of The Journal of Open Source Software  

• Editor-in-Chief of IEEE Computing in Science and Engineering 

• Author “Reproducibility PI Manifesto” 
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Patterns and anti-patterns
Terms from software engineering

• It is recurrent (“rule of three”) 

• It has bad consequences 

• A better solution exists

CC-BY  workcompass.com “Too busy to improve”

http://workcompass.com


Performance claims out of context
and questionable baselines



– coarser resolution ... but at what cost? 
– what are those “standard methods” you speak of? 

“data-driven 🔥 gives accurate solutions with a 
dramatic drop in required resolution … 4x to 8x 
coarser than is possible with standard methods”



– far superior to a method that is known to be poor: bad “baseline" 
– better methods shown, but all claims are compared with the worst method as “baseline” 

"the learned model is clearly far superior to the 
polynomial approximation, demonstrating that the 
spatial resolution required … can be greatly reduced…"







– shows line plot for a quantity of interest with each method: "eyeball metric” 
– no mention of runtimes at all

“the overall agreement between [NN-
based method] and [commercial solver] is 
very good”



– what does that 1000x mean? what was it compared against?  
– is the comparison point a competitive implementation within its own class of methods?

“…a novel and fast approach (1000x) to 
learning the solution operator of a PDE…”



– what is the numerical solver being compared against? 

In fact, Julia’s numerical solver is 7,000x faster, just running on CPU 
(Source: Chris Rackauckas, MIT)

“…a new approach… effective in performing 
accurate long-time simulations for a wide range of 
parametric ODE and PDE systems…” 



Incomplete reporting
E.g., full computational cost, data generation



– how is the data generated, and at what cost?  
– what is the cost of training?

“we first generate a training set of high-
resolution data and then learn…”



Step 4 of the “12 steps 
to Navier-Stokes”



– zero discussion of anything about the DNS solver used to generate training data 
– no mention of computational cost of generating data

“the data for the N-S equation is obtained 
by the direct numerical simulation…”



Renaming old things
just add a NN somewhere and call it “deep”

Panda fish



– it is the classic random vortex method (Chorin 1973): vorticity equation + random walk 
– use a NN to represent the velocity field (obtained from vorticity via integral equation) 
– state-of-the-art is to compute velocity with fast multipole method at O(N): not mentioned 

“Deep random vortex method… a novel 
physics-informed machine learning 
framework…”



Glossing over or ignoring limitations
Leading to overclaims in the citation chain



– DNS data provided boundary conditions for the training 
– the cylinder was not even present in the domain 
– no discussion of this limitation

We use 🔥 method “to directly simulate 
incompressible flows… including…two-
dimensional cylinder wake”
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Closet failures
A.k.a., the file-drawer problem (publication bias)



Publication bias
“the file-drawer problem”

• Publish positive results 

• File away negative results



Lack of transparency
and irreproducible results



Leaving the data or code preparation for a later time of "request" is too late! 

“Data available upon reasonable request”



…only 44% of requests led to 
receiving data and/or code from 
the original authors

https://doi.org/gc8gkw

https://doi.org/gc8gkw


https://doi.org/gdts9v

…could recover data in just 26% 
(N=315) of cases

https://doi.org/gdts9v


To be FAIR, a GitHub code repo is not enough
FAIR = findable, accessible, interoperable, reusable

• Findable means an archival deposit with a DOI (e.g., Zenodo) 

• Accessible means retrievable by the identifier using open protocols 

• Interoperable means well structured metadata that is machine-actionable 

• Reusable implies a proper license 

None of these is achieved by Supplementary Materials!  
(where data goes to die)





Open code and open data are not enough
How to achieve transparency of the research workflow?

• Data provenance, stewardship, documentation, version control 

• Computational environment, including all library versions (better: 
standard env file) 

• Tools for reproducing results via virtualization, cloud computing, 
packaging, containers (e.g., Docker, Singularity/Apptainer) 

• Automatic capture of computational details; workflow management 
systems



Gatekeeping
(Not just a SciML thing.)



Hypothetical scenario
You are new to this, but your talented PhD student is working on 🔥

• Months of painstaking work. Results disappointing.  

• Why does it not work? Let’s write it up anyway. 

• Prepare to present at a conference. Post preprint on arXiv. 

• 24h later: you get an angry email from big shot about your 
“erroneous paper” — and it is copied to 15 people 
(including your department chair!)





Credit: Brian Nosek, Center for Open Science



A call for Open Science
We are in the Year of Open Science!



NASEM (National Academies of Sciences, Engineering, and Medicine). 2018. Open Science by 
Design: Realizing a Vision for 21st Century Research. https://doi.org/gfxzc4 

Open science “aims to ensure the free availability and 
usability of scholarly publications, the data that result 

from scholarly research, and the methodologies, including 
code or algorithms that were used to generate those data” 

What is Open Science?



Vision for EU  
2016

“Open Science represents a 
new approach to the 
scientific process based on 
cooperative work and new 
ways of diffusing knowledge 
by using digital technologies 
and new collaborative tools.”  

https://doi.org/gk7tw3



Openness is about the possibilities of 
communicating with other people. It’s 
not about stuff, what you do with stuff. 
It’s about what you do with each other  

— Stephen Downes,  2017 

https://youtu.be/FPHYAFcUziA



Vicente-Saez, R. and Martinez-Fuentes, C., 2018. Open Science now: A systematic literature review 
for an integrated definition. Journal of Business Research, 88, pp.428-436. https://doi.org/gc5sjb  

“Open Science is transparent and accessible 
knowledge that is shared and developed 
through collaborative networks “



NASEM (National Academies of Sciences, Engineering, and Medicine). 2021. Developing a Toolkit 
for Fostering Open Science Practices: Proceedings of a Workshop. https://doi.org/10.17226/26308 



definition in the UNESCO Recommendation on Open Science (2021) 
https://www.unesco.org/en/open-science

“Making  scientific  knowledge  openly  available,  
accessible  and  reusable  for  everyone,  to  increase  
scientific  collaborations  and  sharing  of  information 
for the benefits of science and society…”

https://www.unesco.org/en/open-science


NASA definition of Open Science, 2023

“principle and practice of making research products and 
processes available to all, while respecting diverse 
cultures, maintaining security and privacy, and 
fostering collaborations, reproducibility, and equity.”



Barba, L.A., 2022. Defining the role of open 
source software in research reproducibility. 
Computer, 55(8), pp.40-48. DOI: 10/kggw
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